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1 INTRODUCTION

The SparCity project is funded by EuroHPC JU (the European High Performance Computing Joint Undertaking) under the 2019 call of Extreme Scale Computing and Data Driven Technologies for research and innovation actions. SparCity aims to create a supercomputing framework that will provide efficient algorithms and coherent tools specifically designed for maximizing the performance and energy efficiency of sparse computations on emerging High Performance Computing (HPC) systems, while also opening up new usage areas for sparse computations in data analytics and deep learning.

Sparse computations are commonly found at the heart of many important applications, but at the same time it is challenging to achieve high performance when performing the sparse computations. SparCity delivers a coherent collection of innovative algorithms and tools for enabling both high efficiency of sparse computations on emerging hardware platforms. More specifically, the objectives of the project are:

- to develop a comprehensive application and data characterization mechanism for sparse computation based on the state-of-the-art analytical and machine-learning-based performance and energy models,
- to develop advanced node-level static and dynamic code optimizations designed for massive and heterogeneous parallel architectures with complex memory hierarchy for sparse computation,
- to devise topology-aware partitioning algorithms and communication optimizations to boost the efficiency of system-level parallelism,
- to create digital SuperTwins of supercomputers to evaluate and simulate what-if hardware scenarios,
- to demonstrate the effectiveness and usability of the SparCity framework by enhancing the computing scale and energy efficiency of challenging real-life applications.
- to deliver a robust, well-supported and documented SparCity framework into the hands of computational scientists, data analysts, and deep learning end-users from industry and academia.

1.1 OBJECTIVES OF THIS DELIVERABLE

The objective of this deliverable is to provide an overview of the tools for performance, power and energy monitoring on computing nodes equipped with different device architectures (such as CPU, GPU, and Graphcore IPU), as well as on HPC systems that combine several computing nodes. This step is important in order to define the most adequate platform-specific instrumentation frameworks to be used when assessing the application characteristics, determining the execution bottlenecks and evaluating their ability to fully exploit the capabilities of a given hardware. A special emphasis is paid on tools and frameworks for run-time computation and communication monitoring, also based on hardware counters.

1.2 WORK PERFORMED

In this deliverable, the features of several tools for performance, power and energy monitoring on different computing systems and devices, including multi-core CPUs, GPUs and Graphcore IPUs,
are presented. The deliverable starts with the introduction of some of the existing performance and monitoring events that can be used to profile and identify bottlenecks of sparse applications. Next, a set of profiling tools based on hardware counters is also described, as these tools are traditionally used to access the hardware counters in-built in current computing systems. Since some of these counters can also be used for communication profiling and execution monitoring, these type of tools is also targeted in this deliverable. Moreover, dynamic binary instrumentation approaches are also covered, as the information obtained from these methods can provide additional information to complement the one obtained from hardware and software events. Furthermore, frameworks for application analysis on Intel CPUs and GPUs, NVIDIA GPUs and Graphcore IPUs are also addressed in this deliverable. Finally, a performance model of sparse kernels based on cache simulation is presented.

1.3 DEVIATIONS AND COUNTER MEASURES

There was no deviation from the work plan.

1.4 RESOURCES

It is likely that in the course of the project, new profiling and instrumentation tools and frameworks will be added to the core list provided in this document (and/or their set of features and implementation will be improved).

2 PERFORMANCE AND ENERGY MONITORING EVENTS

Due to the ability of sparse computations to reduce the storage and computational requirements of real-world applications, these type of kernels have become increasingly relevant in several scientific fields, such as physics, mathematics and machine learning. Sparse kernels rely on data formats tailored to efficiently store the non-zero entries of the input data, which result in irregular memory access patterns, leading to performance and efficiency degradation. To tackle this issue, it is essential to correlate the application characteristics and the capabilities of the underlying hardware when performing sparse applications, allowing to uncover the main bottlenecks that affect their execution.

To this end, software and hardware events in-built in current operating and computing systems can be used to profile application execution on different devices, and to extract metrics useful for the optimization of sparse applications. For example, for the Linux operating system, there are several tools to monitor the different components that compose the operating system (see Figure 1). These software events can provide insights regarding the utilization of different components in the software and hardware stack, e.g., disk and network usages, which can become a bottleneck when deploying sparse applications in large scale systems. Through performance monitoring tools, additional information can be obtained from the hardware counters, which are contained in the chip package of modern processors, thus providing insights on the utilization of different
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Figure 1  Linux components and specific tools to monitor each component.3

hardware components when performing sparse computations.

2.1 HARDWARE COUNTERS

Modern multi-core CPUs support an extensive set of hardware counters in order to measure events related to the performance and energy consumption of applications, e.g., Intel CPUs provide hundreds of different events that can be tracked.4 The counters provided by the performance monitoring unit have a vast range of applicability, from measuring the amount of stalls that originate from accessing different hardware components, to the number of floating-point instructions performed by an application, and cache misses that result from each memory level. Since sparse computations are expected to be limited by the memory capabilities of computing devices, mainly due to the irregular accesses, hardware counters related to the memory requests are especially important to profile these workloads. Moreover, counters related to the floating point instructions should also be considered to assess the utilization of compute units. This task can be performed by using the counters presented in Table 1.

When evaluating the accesses to the memory hierarchy, the total amount of loads and stores, and the misses of each level can provide useful insights regarding cache utilization and efficiency of the memory accesses. While for measuring loads, stores and L1 data misses it is only necessary to access a single counter, in the case of L2 cache data misses and L3 misses, it is necessary to obtain data from two counters. In the case of L2 data misses, it is necessary to compute the difference between all the memory requests from the core that reference a cache line in the last level cache (LLC_REFERENCE) and the code reads that miss L2 cache (L2_RQSTS.CODE_RD_MISS). As for the LLC misses, we rely on the sum of two IMC uncore events,5 which allow to measure all the access to the main memory, i.e., DRAM reads (CAS_COUNT_RD) and DRAM writes (CAS_COUNT_WR). Other hardware counters provide
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measurements regarding the execution stalls that occur due to the misses in specific memory levels (e.g. CYCLE_ACTIVITY.STALLS_L1D_MISS) or regarding the cycles where there are outstanding misses. Given that stalls result in low execution performance and efficiency, considering the measurements obtained from these counters may allow to pinpoint the main execution bottlenecks of sparse computations.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Hardware Counters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycles</td>
<td>CPU_CLK_UNHALTED.THREAD</td>
<td>Counts the number of core cycles while the logical processor is not in halt state.</td>
</tr>
<tr>
<td>Loads</td>
<td>MEM_INST_RETIRED.ALL_LOADS</td>
<td>Counts the number of retired loads.</td>
</tr>
<tr>
<td>Stores</td>
<td>MEM_INST_RETIRED.ALLSTORES</td>
<td>Counts the number of retired stores.</td>
</tr>
<tr>
<td>L1 Data Misses</td>
<td>L1D.REPLACEMENT</td>
<td>Counts the data line replacements that occur on L1D cache.</td>
</tr>
<tr>
<td>L2 Data Misses</td>
<td>LLC_REFERENCE-L2_RQSTS.CODE_RD_MISS</td>
<td>Number of data requests that miss L2D cache.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corresponds to the difference between every core request that references a cache line in LLC and the L2 code misses.</td>
</tr>
<tr>
<td>LLC Misses</td>
<td>CAS_COUNT.RD+CAS_COUNT.WR</td>
<td>Sum between all DRAM reads and all DRAM writes.</td>
</tr>
<tr>
<td>L1 Data Stalls</td>
<td>CYC_ACT†.STALLS_L1D_MISS</td>
<td>Stalls that occur due to outstanding loads that miss L1D cache.</td>
</tr>
<tr>
<td>L2 Stalls</td>
<td>CYC_ACT†.STALLS_L2_MISS</td>
<td>Stalls that occur due to outstanding loads that miss L2 cache.</td>
</tr>
<tr>
<td>L3 Stalls</td>
<td>CYC_ACT†.STALLS_L3_MISS</td>
<td>Stalls that occur due to outstanding loads that miss L3 cache.</td>
</tr>
<tr>
<td>Memory Stalls</td>
<td>CYC_ACT†.STALLS_MEM_ANY</td>
<td>Stalls that occur due to outstanding loads in the memory subsystem.</td>
</tr>
<tr>
<td>Cycles with misses on L1</td>
<td>CYC_ACT†.CYCLES_L1D_MISS</td>
<td>Cycles while there are outstanding loads that miss L1D cache.</td>
</tr>
<tr>
<td>Data</td>
<td>CYC_ACT†.CYCLES_L2_MISS</td>
<td>Cycles while there are outstanding loads that miss L2 cache.</td>
</tr>
<tr>
<td>Cycles with misses on L2</td>
<td>CYC_ACT†.CYCLES_L3_MISS</td>
<td>Cycles while there are outstanding loads that miss L3 cache.</td>
</tr>
<tr>
<td>Cycles with misses on L3</td>
<td>CYC_ACT†.CYCLES_MEM_ANY</td>
<td>Cycles while there are outstanding loads that miss L3 cache.</td>
</tr>
<tr>
<td>Cycles with outstanding</td>
<td>CYC_ACT†.CYCLES_MEM_ANY</td>
<td>Cycles while there are outstanding loads in the memory subsystem.</td>
</tr>
<tr>
<td>loads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP Scalar Double</td>
<td>FP_ARITH_INST_RETIRED.Double</td>
<td>Double-precision scalar FP instructions.</td>
</tr>
<tr>
<td>FP 128-bit SIMD Double</td>
<td>FP_ARITH_INST_RETIRED.128B_PACKED_DOUBLE</td>
<td>Double-precision 128-bit packed FP instructions.</td>
</tr>
<tr>
<td>FP 256-bit SIMD Double</td>
<td>FP_ARITH_INST_RETIRED.256B_PACKED_DOUBLE</td>
<td>Double-precision 256-bit packed FP instructions.</td>
</tr>
<tr>
<td>FP 512-bit SIMD Double</td>
<td>FP_ARITH_INST_RETIRED.512B_PACKED_DOUBLE</td>
<td>Double-precision 512-bit packed FP instructions.</td>
</tr>
</tbody>
</table>

To measure the energy consumption on Intel CPUs, it is necessary to rely on the RAPL interface. As shown in Table 2, RAPL supports different energy domains, each with their specific counter, that can provide different insights about the efficiency of sparse computations. The power plane 0 (PP0) counter allows to measure the energy from the processor cores and LLC, while the counter from the package domain encapsulates the entire processor package. While the
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package counter is available in all types of Intel processors, the PP0 domain is usually specific to client platforms. The power plane 1 (PP1) domain targets the integrated processor graphics in-built on the chip package of the client processors, while the DRAM domain considers the energy consumption of the main memory. Finally, the platform energy counter considers the energy of the cores, integrated graphic, system agent and other hardware components, and it is only available in Skylake or more recent architectures. Its availability also depends on the BIOS support. In case it is not supported in the tested hardware, the counter returns the value of zero.

Table 2  Counters supported by RAPL interface.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Hardware Counters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Plane 0 Energy</td>
<td>MSR_PP0_ENERGY_STATUS</td>
<td>Energy of processor cores and LLC.</td>
</tr>
<tr>
<td>Package Energy</td>
<td>MSR_PKG_ENERGY_STATUS</td>
<td>Energy of entire processor package.</td>
</tr>
<tr>
<td>Power Plane 1 Energy</td>
<td>MSR_PP1_ENERGY_STATUS</td>
<td>Energy of integrated processor graphics (only client processors).</td>
</tr>
<tr>
<td>DRAM Energy</td>
<td>MSR_DRAM_ENERGY_STATUS</td>
<td>Energy of DRAM (only server processors).</td>
</tr>
<tr>
<td>Platform Energy</td>
<td>MSR_PLATFORM_ENERGY_COUNTER</td>
<td>Energy of entire platform (only if BIOS and vendor hardware supports it).</td>
</tr>
</tbody>
</table>

2.2 SOFTWARE EVENTS

Along with hardware events, internal kernel information (vmstat, iostat, disk, network), and process level metrics are also provided by the operating system, e.g., see Figure 1 (taken from7). When a (sparse) application runs on a cluster, all of these components can resemble a bottleneck. Hence, by monitoring this information along with the hardware events, spotting performance issues of an application can be possible. Some of these metrics are provided in Table 3.

Table 3  Some selected metrics from kernel performance metric counters which could relate to sparse application performance.

<table>
<thead>
<tr>
<th>Source and Description</th>
<th>Metric</th>
<th>Metric Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>/proc</td>
<td>kernel.all.intr</td>
<td>Context switches metric from /proc/stat</td>
</tr>
<tr>
<td></td>
<td>kernel.all.pressure.cpu.some.total</td>
<td>Total time processes stalled for CPU resources</td>
</tr>
<tr>
<td></td>
<td>kernel.all.pressure.memory.some.total</td>
<td>Total time processes stalled for memory resources</td>
</tr>
<tr>
<td></td>
<td>kernel.all.pressure.memory.full.total</td>
<td>Total time when all tasks stall on memory resources</td>
</tr>
<tr>
<td></td>
<td>kernel.all.pressure.io.some.total</td>
<td>Total time processes stalled for IO resources</td>
</tr>
<tr>
<td></td>
<td>kernel.percpu.interrupts.PMI</td>
<td>Performance monitoring interrupts for each core</td>
</tr>
<tr>
<td></td>
<td>kernel.percpu.interrupts.TRM</td>
<td>Thermal event interrupts for each core</td>
</tr>
<tr>
<td></td>
<td>kernel.percpu.interrupts.line*</td>
<td>Number of interrupts caused by each IO device</td>
</tr>
<tr>
<td>/proc/meminfo</td>
<td>mem.util.used</td>
<td>Used system memory</td>
</tr>
<tr>
<td></td>
<td>mem.util.free</td>
<td>Free system memory</td>
</tr>
<tr>
<td></td>
<td>mem.util.directMap4k</td>
<td>Amount of memory that is directly mapped in 4kB pages</td>
</tr>
<tr>
<td></td>
<td>mem.util.directMap2M</td>
<td>Amount of memory that is directly mapped in 2MB pages</td>
</tr>
<tr>
<td></td>
<td>mem.util.directMap1G</td>
<td>Amount of memory that is directly mapped in 1GB pages</td>
</tr>
<tr>
<td></td>
<td>swap.pagesin</td>
<td>Pages read from swap devices due to demand for physical memory</td>
</tr>
</tbody>
</table>

swap.pagesout: Pages written to swap devices due to demand for physical memory

/proc/meminfo
NUMA statistics
- mem.numa.util.free: Per-node free memory
- mem.numa.util.used: Per-node used memory
- mem.numa.alloc.hit: Per-node count of times a task wanted alloc on local node and succeeded
- mem.numa.alloc.miss: Per-node count of times a task wanted alloc on local node but got another node
- mem.numa.alloc.local_node: Per-node count of times a process ran on this node and got memory on this node
- mem.numa.alloc.other_node: Per-node count of times a process ran on this node and got memory on another node

/proc/vmstat
Virtual memory statistics
- mv.kswapd.low_wmark_hit.quickly: Count of times low watermark reached quickly
- mv.kswapd.high_wmark_hit.quickly: Count of times high watermark reached quickly

/proc/net/dev
Network interface statistics
- network.interface.in.bytes: Network recv read bytes per network interface
- network.interface.out.bytes: Network send bytes per network interface

/proc/diskstats
Disk statistics
- disk.dev.read: Per-disk read operations
- disk.dev.write: Per-disk write operations
- disk.dev.read_merge: Per-disk count of merged read requests
- disk.dev.write_merge: Per-disk count of merged write requests

/proc/<pid>/*
Per process statistics
- proc.psinfo.ngid: NUMA group identifier
- proc.psinfo.nthreads: Number of threads
- proc.psinfo.ncvctsw: Number of non-voluntary context switches
- proc.psinfo.processor: Last CPU the process was running on
- proc.psinfo.majflt: Count of page faults other than reclams of all exited children
- proc.psinfo.majflt: Count of page faults other than reclams
- proc.io.wchar: write(), writev() and sendfile() send bytes
- proc.io.rchar: read(), readv() and sendfile() receive bytes

1 – mem.vmstat

3 PROFILING TOOLS BASED ON HARDWARE COUNTERS

The access to the hardware counters and the energy counters supported by the RAPL interface on Intel devices, it is usually required to have privileged access, thus they cannot be accessed from user space. To overcome this issue and to ease the adoption of counters for profiling applications and modeling computing systems, monitoring tools, such as, Perf, PAPI, and LIKWID, can be used to easily configure and access the counters. All these tools allow to access both the hardware counters for performance monitoring and the RAPL interface when targeting the energy consumption of a system.

3.1 PERF: PERFORMANCE ANALYSIS TOOLS FOR LINUX

Perf is included in the Linux kernel and relies on a command line interface to configure the hardware counters and performing the measurements. This tool not only supports hardware counters, but also tracepoints, kprobes and uprobes for dynamic tracing. To simply profile the entire execution of an application, perf stat command must be used. Moreover, the event accounts can also be recorded through the command perf record, which together with the commands perf
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report and perf annotate allow to breakdown the measured events by process/function and/or to annotate the application source code with the event counts. This allows to detect which application kernels should be the focus for optimization. Besides these features, perf also allows to print the sampled functions in real time (perf top), as well as to perform different multi-threaded micro-benchmarks to evaluate the capabilities of CPU devices (perf bench).

3.2 PERFORMANCE APPLICATION PROGRAMMING INTERFACE (PAPI)

PAPI profiles applications or specific regions of interest by manually inserting functions/markers in the application code. When using PAPI, the first step is to initialize the PAPI library (PAPI library init). When targeting multi-thread applications, it is also necessary to initialize the PAPI interface for multiple threads (PAPI_thread init). After initializing PAPI, the second step is to select the counters to be read by each thread/core. This needs to be explicitly performed by the programmer in the application code, through the functions PAPI_create_eventset and PAPI_add_event to create a event set and add counters to it. The list of events supported by the computing system can be obtained from the executable files papi_avail and/or papi_native_avail. After adding the events to measure to the event set, the counting of the hardware counters must be started with PAPI_start. After starting the counting, to profile specific application kernels, PAPI_read calls can be inserted around the region of interest to read the current values of the hardware counters. Finally, at the end of the application code, the counting of the hardware counters must be stopped (PAPI_stop) and the event set cleaned (PAPI_cleanup_eventset) and destroyed (PAPI_destroy_eventset).

3.3 LIKWID PERFORMANCE TOOLS

LIKWID is another alternative to Perf and PAPI. Similar to Perf, it allows to profile the entire application execution by using a command line interface (likwid-perfctr). This interface is also responsible to select and configure the hardware counters. However, LIKWID also includes a mechanism to profile specific regions of the application, by relying on the marker API. The first step is to initialize the LIKWID marker interface (LIKWID_MARKER_INIT). In the case of multi-thread applications, it is also necessary to call the function LIKWID_MARKER_THREADINIT. After this initialization step, the LIKWID_MARKER_START and LIKWID_MARKER_STOP must be placed before and after the region of interest. To reduce the overhead when performing the measurements, the user can attribute names to the different regions and register them before starting the measurements (LIKWID_MARKER_REGISTER). Finally, at the end of the application the LIKWID marker interface must be closed (LIKWID_MARKER_CLOSE). With this approach, the values obtained for each hardware event and in each core are presented in a command line output.

4 COMMUNICATION PROFILING AND MONITORING TOOLS

Communication is one of the main factor that prevents parallel applications from scaling to large number of cores. In the context of multi-threaded applications, data movement or communication takes place in forms of cache line transfers across multiple cores within or across sockets. Because of the criticality of communication in the performance of an application, in the SparCity project, we leverage communication monitoring tools developed by the KU partner. These tools are
namely ComDetective, ReuseTracker and ComScribe. All these three tools are publicly available on the ParCoreLab git repository: https://github.com/ParCoreLab/ParCoreTools

4.1 COMDETECTIVE: A COMMUNICATION MONITORING TOOL

Inter-thread data movement is a vital performance indicator in multi-core systems. To detect inter-thread communications in multi-threaded codes with low time and memory overheads, the KU partner previously developed ComDetective, a tool that captures inter-thread communications in the forms of communication matrices. The tool employs hardware performance counters (PMUs) to sample memory-access events and uses hardware debug registers to capture communicating pairs of threads. A PMU is a special on-chip hardware in each CPU core that can be used to monitor hardware events, such as memory loads, stores etc, or software events like page faults, while a debug register is a special register that can be programmed to monitor any memory address and trap the next access to that memory address.

ComDetective works by sampling memory accesses in each application thread using PMUs and publishing the sampled memory addresses on a global data structure called BulletinBoard. In addition to publishing sampled addresses to BulletinBoard, each sampling thread also attempts to detect inter-thread communication by comparing the cache lines of its sampled addresses with the cache lines of the addresses published on BulletinBoard. If there is a matching cache line, a communication is detected, otherwise, one address in BulletinBoard posted by another thread is randomly selected and its cache line is monitored by the debug registers in the currently sampling thread to trap a communication.

In addition to detecting communications, ComDetective also differentiates the communications into true sharing and false sharing. This can be useful for the application users if they would like to eliminate or reduce false sharing in their codes by making data structure changes. Furthermore, it also attributes the detected communications to their locations in source code and the data objects involved in the communications.

This tool works in both Intel and AMD architectures. To ensure precision of event sampling, it leverages Processor Event-Based Sampling (PEBS) in Intel and Instruction-Based Sampling (IBS) in AMD. The group’s work on extending the tool to ARM-based multicore architectures is in progress.

The KU partner verified the accuracy of ComDetective using several microbenchmarks that have known ground truths. These benchmarks were designed to have known ground truths for total number of communications, ratio of false sharing to true sharing, and distribution of communication volume across communicating thread pairs. The communications captured
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17Sasongko et al., “ComDetective: A Lightweight Communication Detection Tool for Threads”.
by ComDetective from these benchmarks are close to these ground truths. Moreover, the KU partner also evaluated the time and memory overheads of ComDetective by running it on twelve PARSEC\textsuperscript{18} and six CORAL benchmarks\textsuperscript{19}20\textsuperscript{21}22\textsuperscript{23}24\textsuperscript{25} in an Intel Broadwell machine. Figure 2 shows the communication matrices from LULESH, one of the CORAL benchmarks. Its average overheads are 1.30\texttimes for runtime and 1.27\texttimes for memory overheads under 500K sampling interval, which are much lower than the overheads of cycle-accurate simulators\textsuperscript{26}27\textsuperscript{28} and prior-art code instrumentation tools\textsuperscript{29}30\textsuperscript{31}.

### 4.2 REUSETRACKER: A REUSE DISTANCE ANALYSIS TOOL

Data locality is another important performance indicator in multi-core machines with multi-level caches. One widely used metric that measures data locality is reuse distance, which calculates the number of unique memory locations accessed between two memory accesses to a particular
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![Figure 2](image-url) Communication matrices of LULESH (Left to Right: All, True and False Sharing). Darker color indicates more communication.
memory location. To profile reuse distance in multi-threaded code with low runtime and memory overheads, the KU partner developed ReuseTracker. This profiling tool leverages PMUs to sample memory accesses and uses debug registers to detect either a reuse or a cache line invalidation of the sampled memory location. ReuseTracker works in Intel by leveraging PEBS and in AMD by leveraging IBS. Similar to ComDetective, its extension to ARM-based multicore architectures is in progress.

ReuseTracker employs two different algorithms that profile reuse distance in private caches and shared caches, respectively. To profile reuse distance in private caches, each thread that encounters a PMU sample arms a debug register in every CPU core in the machine. If the next debug register trap occurs in the same CPU core as the PMU sample, a reuse in private cache is detected, otherwise, if the next trap happens in another core, a cache line invalidation at private cache level is detected. When a reuse is detected, the number of memory accesses between the PMU sample and the debug register trap is recorded into a time reuse distance histogram, which is then converted into stack reuse distance histogram using the method in. In the algorithm that profiles reuse distance in shared caches, each thread that faces a PMU sample arms a debug register in every other core in the machine. A reuse in the same shared cache is detected if the next trap happens in another core that shares the same socket, and a cache line invalidation at shared cache level is detected when the next trap occurs in another core located in another socket. When a reuse at shared cache level is detected, the number of memory accesses in all cores that share the same socket is recorded in the time reuse distance histogram.

To evaluate the accuracy of ReuseTracker, the KU partner developed a microbenchmark that can be configured to generate a variety of reuse distance patterns. The private cache profiling algorithm has been evaluated on this microbenchmark, and its accuracy is 92% in an Intel Skylake machine under 100K sampling interval. The overheads of this tool have also been evaluated by running it on ten PARSEC benchmarks with 2.9× runtime and 2.8× memory overheads under the same sampling interval, which are much lower than the overheads of the other open source reuse distance analysis tools.

4.3 COMSCRIBE: INTER-GPU COMMUNICATION DETECTION TOOL

Communication monitoring among GPUs can help reason about scalability issues and performance divergence between different implementations of the same application. ComScribe is a tool that can identify communication among all GPU-GPU and CPU-GPU pairs in a single-node multi-GPU system. It can monitor data movement induced by both Peer-to-Peer (P2P) primitives of CUDA and collective communication primitives of NVIDIA’s Collective Communication Library (NCCL). It employs the NVIDIA’s profiling tool nvprof and Unix dynamic linker utility to monitor P2P communication and collective communication respectively to gather the necessary information. Then, the collected information is processed to quantify communication among GPUs and generate the communication matrices. In the SparCity project, we plan to leverage this tool to monitor inter-GPU communication in multi-GPU applications with this tool.
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In order to systematically collect and store information from performance metric sources, several monitoring tools are developed and widely used in the literature. These tools aim to provide a wider picture on the system performance via monitoring multiple components of and building relations among them. These systems are used to facilitate intelligent job placement, run-time workload partitioning/adaptation and HPC hardware procurement planning. Some of these tools are: LDMS, Performance Co-Pilot, Ganglia, Nagios, HPC-Toolkit and PerfAugur. Among them Ganglia is proven to be scalable up to 2000 nodes but is used for general system monitoring, requires considerable number of installation dependencies, targets larger collection intervals (10s of seconds to 10s of minutes) and uses an aging tool for storage. Nagios also targets larger collection intervals (10s of seconds to 10s of minutes) and mainly used for failure alerts. PerfAugur is used to trace the cause of a system anomaly by finding common attributes that predicate an anomaly. HPCToolkit is a suite of tools which can provide accurate measurements of program performance on a wide variety of systems from single host computers to large clusters. However it involves a binary analysis and re-compilation of the target code. LDMS and Performance Co-Pilot are metric collection, transport and storage systems which can be configured to sample every performance metric counter on hardware and kernel including RAPL, PAPI and perf interfaces. Moreover they support frequent and variable sampling rate on these performance metrics with negligible overhead and without requirement of recompile or source code instrumentation. This enables real time monitoring of HPC systems in cluster level, node level and process level in order to provide multiple-aspect insight of application performance.

5.1 LIGHTWEIGHT DISTRIBUTED METRIC SERVICE (LDMS)

LDMS is part of OVIS, a suite of HPC monitoring, analysis and feedback tools which is jointly developed by Sandia National Laboratories and Open Grid Computing. LDMS is based on daemons called ldmsd which can run on either sampler or aggregator modes. A sampler ldmsd daemon is created by running and configuring sampling plugins which sample PMUs. Each sampling plugin combines a specific set of data into a single metric set. An aggregator ldmsd daemon is created by running and ldmsmd configuring aggregator plugings. Each aggregator collect metric sets from samplers and/or other aggregators. Higher level aggregators can listen many lower level aggregators, aggregate and streams data into storage. LDMS can store sampled performance data on CSV files, D-SOS and InfluxDB. Increasing with number of sampled metrics, LDMS causes very little overhead on the system performance. It causes ≈ 0.01% CPU utilization.
< 2MB memory, < 4MB filesystem and 4KB network overhead for ≈ 200 metrics @1 second intervals.\(^\text{43}\)

Although it has been widely used in the literature, and it works well under certain circumstances, LDMS is mostly used by a strictly related group, lacks documentation and still under development. Therefore it’s hard to deploy, develop and maintain.

5.2 PERFORMANCE CO-PILOT

Performance Co-Pilot, which was initially released at 1995 by SCI and currently being developed by Red-Hat is a system performance analysis toolkit. PCP contains two types of components: PCP collectors and PCP monitors. PCP collectors are responsible for collecting and extracting performance data from various sources. This sources could be PMCs, PMUs or application performance logs. PCP collectors consists of two components; Performance Metrics Domain Agent (PMDA) and Performance Metric Collector Daemon (PMCD). PMDAs connects to performance sources and sample their values, then reports these values to PMCD. There currently 75 PMDAs available and apart from existing PMDAs, new PMDAs could be developed to connect any wanted performance metrics source using PMAPI library. To be able to report metrics from a host machine, there must be a PMCD which listen and control all PMDAs and answer requests of monitoring applications. Monitoring tools are used to display, manipulate and store performance metrics extracted from PMCDs. PMCDs can collect performance metrics from remote hosts or answer to remote monitoring tools in a distributed setting. Some of the PCP monitoring tools are; PMIE, an inference engine which could be used to automate system management tasks via predicate-action rules. PMLOGGER, archive manager which enables subsets of collected performance metrics to be replayed. PMCHART, a visualization tool which can generate on the fly charts from collected metrics. PMREP, a performance metrics reporter with highly customizable output format. PCP can export collected metrics to several databases such as; Elasticsearch, Graphite, InfluxDB, Redis and Apache Spark.

5.3 GRAFANA: OPEN SOURCE VISUALIZATION TOOL

Grafana is an open source visualization tool which provides dynamic dashboards, ad-hoc queries and alerting functions on time-series data. Since it’s initial release at 2014, Grafana quickly become industry standard and reached 10M+ global users recently. Due to it’s massive userbase, Grafana provides support for every popular database and provides a wide variety of visualization methods. Due to it’s strong recognition and flexibility, Grafana is chosen as Digital SuperTwin front-end interface during development in order to prove usability of design concepts for Digital SuperTwin’s own interface.

5.4 MEASUREMENT OVERHEAD

The overhead for a default configuration of Performance Co-Pilot is reported in Table 4. Since the default configurations of monitoring tools focused on overall system health and component state, main effort is put on reconfiguration of sampler processes to sample performance centric metric sets and development of custom samplers. On top of that, to be able to implement and test customized solutions for monitoring and to report reproducible results, a freely available research medium is required. To this end, virtual clusters using docker containers as compute node, which can perform MPI communications and managed by SLURM is realized. But since this framework is still under development, results acquired from this setting, along with the custom samplers and

\(^{43}\)Agelastos et al., *The Lightweight Distributed Metric Service.*
Figure 3 An example Grafana dashboard showing performance metrics collected by PCP and indexed with InfluxDB on a single host. Exhibiting node-level monitoring usage.

Figure 4 An example Grafana dashboard showing statistics for processes used for creating Table 3. Exhibiting process-level monitoring usage.

implementation of monitoring tool on physical clusters will be reported at the next deliverable.
Hardware counters are extremely useful to extract metrics to understand the behavior of applications in current computing systems. However, they do not encapsulate all the information about the specifics of an application. For example, while the hardware counters on Intel CPUs allow to count the number of retired loads and stores, they do not provide information related to the size each memory access. Similarly, while there are counters for floating-point operations, no information can be inferred for integer operations. Both these specifics can be crucial when understanding the bottlenecks of sparse computations, as well as to achieve accurate application characterization. To overcome these issues, dynamic instruction tools can be used to dynamically evaluate the instructions executed by the application to obtain profile regarding the type of instructions performed.

6.1 INTEL SDE, PIN AND GTPIN

For Intel CPUs, one of the most known tools is the Intel Software Development Emulator (SDE). Intel SDE is a emulation tool built on top of Intel Pin, which allows to debug programs using instructions before their release. Intel SDE also contains a histogram tool, which can be used to count the instructions executed by an application. This can be divided according to their ISA extension, type, data size, etc. Since the instrumentation is performed while Intel SDE discovers the execution path of the application, the results obtained are more reliable than the ones obtained by statically analyse the assembly code. Intel SDE also supports a marker API to only obtain the dynamic trace of specific applications kernels, by placing the `SSC_MARK` macros around the code. Given that Intel SDE is able to categorize memory and compute instructions in different categories, e.g., according to their size and data type, this tool can also be fundamental when applying specific modeling approaches, such as roofline modeling methodologies.

The binary instrumentation can also be performed on Intel GPUs by relying on GTPin, an adaptation of the Intel Pin to Intel GPU architectures. GTPin features a binary instrumentation engine for the execution units in Intel GPUs, a set of sample tools and an API for developing additional analysis tools. GTPin instrumentation can be used to gather data for workloads in compute and graphics applications, enabling fast analysis of code running in the GPU. GTPin capabilities are used in various profiling tools, such as Intel Profiling Tools Interface for GPU.

---

Intel Advisor and Intel VTune. It is supported in both integrated and discrete Intel GPUs.

6.2 REUSE DISTANCE ANALYSIS AND CACHE PARTITIONING FOR THE ARM A64FX CPU

Due to high costs incurred when accessing main memory, data locality is an important consideration when optimizing numerical kernels. Caches keep small amounts of data close to the processor’s compute units, and thus have the potential to speed up computation and reduce energy consumption. Programmers may exploit caches by employing optimization techniques such as blocking or tiling. To ease programmability, the cache is automatically managed by hardware and its contents are under implicit but not explicit control of a programmer. The implicit control a programmer may enact is imprecise and has limitations, because CPU hardware is complex, several subsystems may be interacting unpredictably and the precise functionality of these subsystems is often not documented.

Cache partitioning is an approach to give programmers significantly more explicit control over cache functionality. It allows the available cache space to be divided into a configurable number of partitions. Data structures (corresponding to one or more address ranges) may be assigned to a dedicated partition. This is especially promising in situations where data is repeatedly accessed and should be retained in cache but is evicted by intervening unrelated data accesses due to the cache’s eviction policy (typically a variant of LRU - least recently used). In a partitioned cache each partition is managed with a separate eviction policy and by assigning the reusable data its own partition it can be shielded from eviction by the unrelated data accesses.

A feature for cache partitioning as described above is not available in most mainstream CPUs but has been available in the SPARC64VIIIfx CPU developed by Fujitsu for the K computer system and has also been introduced in the Fujitsu A64FX CPU powering the Fugaku system (#1 in the Top 500 list as of November 2021). In the A64FX CPU the feature is called instruction-based way partitioning and referred to as the sector cache. It works by dividing the “ways” dimension of the 4-way set-associative L1 data cache or 16-way set-associative L2 cache into two or more sectors. An extension to the Fujitsu compiler suite can be used to specify which data structures should be assigned to a dedicated sector.

While a potentially powerful feature, unless a developer knows an application’s data reuse pattern in great detail, it will be a challenge to determine whether cache partitioning may be a profitable option and which data structures to isolate in dedicated sectors. To help developers with these questions, a tool was developed at LMU Munich which can be used to derive hints about a sector cache configuration and identify candidate data structures to assign a dedicated sector. The tool works by monitoring and analysing the accessed memory locations during execution to compute reuse distance histograms under various hypothetical partitioning scenarios.

The tool is based on dynamic binary instrumentation using Intel Pin and captures memory accesses during execution. Based on the stream of accessed memory locations, reuse distance histograms are computed. The reuse distance of a memory access for a particular location is the number of distinct memory locations referenced since the last access to this same location. The reuse distances can then be aggregated per data structure into reuse distance histograms, and these histograms can be used to derive hints about which data structures may benefit from a placement in a dedicated sector. If the reuse distances of a data structure are predominantly
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Figure 5  Reuse distance histograms of the DMTVM data structure.

<table>
<thead>
<tr>
<th>region</th>
<th>data struct</th>
<th>cache level</th>
<th>nways</th>
<th>misses sc</th>
<th>misses nosc</th>
<th>reduction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>main</td>
<td>m</td>
<td>1</td>
<td>1</td>
<td>156824</td>
<td>236875</td>
<td>33.79</td>
</tr>
<tr>
<td>main</td>
<td>m</td>
<td>2</td>
<td>2</td>
<td>156583</td>
<td>157742</td>
<td>0.73</td>
</tr>
<tr>
<td>dmtvm</td>
<td>m</td>
<td>1</td>
<td>1</td>
<td>78447</td>
<td>157277</td>
<td>50.12</td>
</tr>
<tr>
<td>dmtvm</td>
<td>m</td>
<td>2</td>
<td>2</td>
<td>78237</td>
<td>78450</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Figure 6  The tool’s output of the sector cache configuration for DMTVM. The number of L1D cache misses can be reduced significantly by isolating m in the function dmtvm in a partition with quota of one cache way.

larger than the capacity of a cache, LRU implies that data is evicted just before being reused. By using two partitions, the reuse distance histogram is split into two histograms in which the main amount of accesses may now be smaller than the partition’s size, thereby providing a benefit.

As an example for how the tool can be used, Fig. 5 shows the output for the simple dmtvm (Dense Matrix Transposed Vector Multiplication) benchmark application. The source code consists of the main function, the init function and the dmtvm kernel itself, which is shown in Fig. 7. The multiplication operates on the input matrix m, the multiplicand vector b and stores the result in the vector x. x is reused in every row of the multiplication, m is streamed and never reused and b can be ignored regarding memory accesses, because only one element of b is loaded per row. m interferes with the reuse of x and doubles the reuse distances of accesses to x, because equal amounts of data from x and m are required during the calculation of each row.

In the reuse distance histograms shown in Fig. 5, the number of the double precision floating-point matrix rows is set to 500 and the number of columns is set to 5000. This leads to the sizes of 4KB for b, 40KB for x and 20MB for m. Thus, x can fit in 3 ways of the L1D cache (total size 64 KB) and m does not fit in the L2 cache (total size 8 MB). In the main function (third row of histograms), accesses to the global address space (first column) have only reuse distances higher than the L1D capacity. The accesses with reuse distance 8 are attributable to the init function (second row) and are compulsory misses. Accesses with other reuse distances occur during the
#pragma scache_isolate_way L1=1
#pragma scache_isolate_assign m
#pragma omp for
  for ( int i = 0 ; i < nrow ; ++i ) {
    for ( int j = 0 ; j < ncol ; ++j ) {
      x[j] += m[i * ncol + j] * b[i] ;
    }
  }

Figure 7 Dense Matrix Transposed Vector Multiplication (dmtvm) source code and example sector cache configuration using Fujitsu compiler directives, called Optimization Control Lines (OCLs).

multiplication (first row). Isolating b (second column) does not change the reuse distances and can be omitted as option. Isolating x (third column) shifts the reuse distances of accesses to x (blue) below the L1D capacity. Other accesses (orange) are not negatively affected. This is exactly as expected, because x is reused frequently and 40KB large. The isolation of m (fourth column) shifts the reuse distances of accesses to its complementary data structure below the L1D cache capacity.

The output of the analysis is shown in Fig. 6. The optimal sector cache configuration is the isolation of m in the smallest possible sector of each cache level which halves the L1D misses when applied. This is again as expected, because half of the accesses are made to x which can be reused when it is isolated from the interfering accesses to m. Isolating m in a small sector slightly decreases the cache misses compared to isolating x in a sector of appropriate size, because it has a minor positive affect on the reuse of b.

The predicted configuration has been tested on a Fujitsu A64FX system installed at the Leibniz Supercomputing Center (LRZ) and the measurements of the L1D and L2 misses on the A64FX CPU have been found to be in line with the predictions of the tool. The measured L2 misses in the dmtvm function remained unchanged at around 80000 when the sector cache was applied. On the other hand, the measured L1D misses went down from 142000 to 81000. Similar results can be observed for the L2 cache partitioning.

7 VENDOR-SPECIFIC FRAMEWORKS FOR APPLICATION ANALYSIS

Another approach to evaluate the execution of applications in current computing systems is the utilization of frameworks provided by the different vendors. For example, for Intel CPUs and GPUs, Intel Advisor can be used to obtain metrics related to the instruction mix, memory accesses and execution time, together with the Cache-Aware Roofline Model, which is proposed by the INESC-ID partner and fully automated in this framework. Intel Vtune also encapsulates the Top-Down method, which provides an extensive evaluation of the application execution to identify which hardware resources are limiting application performance. For NVIDIA GPUs, similar information can be obtained from the NVIDIA Visual Profile, while the PopVision and Poplar tools can be used to analyze applications running in Graphcore IPU systems.
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7.1 Intel VTune

Intel VTune Profiler is a framework developed by Intel that provides different methods for application analysis on CPUs, GPUs and FPGAs. With the information provided by Intel VTune, it is possible to optimize application performance on diverse systems. In this deliverable, we focus on two main approaches included in Intel VTune, namely: the Microarchitectural General Exploration for Intel CPU applications, and the GPU offload analysis for workloads deployed on Intel GPUs. Microarchitectural General Exploration can be used to identify bottlenecks related to the different hardware components on the CPU architecture/system, by using hardware counters to pinpoint the performance issues. The GPU offload analysis supports DPC++ and OpenCL kernels and provides several performance metrics that allow to verify the parallelism efficiency of the application.

7.1.1 Microarchitectural General Exploration for Intel CPUs

In a simplistic view, execution bottlenecks on current computing devices can be either attributed to the maximum performance limits of specific units or due to micro-architectural stalls. The Top-Down analysis focuses on these aspects, identifying if in a given cycle the pipeline slots are empty or filled with a micro-operation (µop). This modeling method is integrated in Intel VTune, under the Microarchitectural Exploration analysis. This analysis provides several metrics in respect to different parts of the micro-architecture and are derived by relying on the performance monitoring unit in-built in Intel processors. For this analysis, the events are collected in the Event-Based Sampling (EBS) mode. With EBS, each hardware counter is configured to provide a sample-after-value and once this value is reached, the counter increments, an interrupt is fired and the data collected. After data collection, the counter is reset and the process is repeated. Moreover, in recent micro-architectures, the Microarchitectural Exploration analysis collects around 60 hardware events. Since there is a limited number of hardware counters to use simultaneously, Intel VTune relies on multiplexing to obtain all the measurements in a single profiling run, which can reduce the accuracy of the analysis, especially for short lived kernels. To overcome this issue, multiple runs can be performed at the cost of higher profiling overhead. While the sampling methodology of Microarchitectural Exploration analysis allows it to characterize different hotspots of an application, by attributing the different samples to the loops and functions of an application, this analysis can also be applied to specific regions of interest through the use of the marker API, by placing _itt_resume() and _itt_pause() calls around the code region to profile.

As it can be observed in Figure 8, the Top-Down method integrated in Intel VTune is based on a hierarchical tree organization. In the scenario that the pipeline slot is empty, it is necessary to identify if the stall occurs due to the instruction fetching and decoding (frontend) or due to the availability of the data operands (backend). On the other hand, in case the pipeline slot contains a µop, the bottleneck can be either due to the retiring limits of the architecture (usually 4 µop on Intel processors) or due to the branch prediction engine (bad speculation). Depending on the identified bottleneck, different insights can be derived. For example, when an application is limited by the frontend, the user must focus on improving the code layout or reduce the code memory footprint. Issues related to bad speculation indicate that the code must be inspected to avoid indirect branches or error conditions that result in machine clears. Since the branch

56Yasin, “A top-down method for performance analysis and counters architecture”.
57Intel Corporation, Understanding How General Exploration Works in Intel® VTune™ Amplifier.
prediction engine also influences the fetched instructions, reducing the bad speculation issues may also decrease the impact of the frontend bottlenecks. When an application is limited by retiring, it means that most of its μops are being executed at the maximum throughput of the micro-architecture. However, this does not mean that the performance of the application is maximized. For example, if a scalar application is entirely limited by retiring, vectorization techniques must be employed to further improve performance. Finally, backend issues can be either a result of core bound stalls or memory bound stalls. Core bound stalls can occur when certain execution units are not fully utilized or when there is competition for discrete execution units. Memory bound stalls result from accesses to the memory hierarchy, such as cache misses or latency-related issues, which is expected to be the main source of bottlenecks when profiling sparse computations. The memory bound stalls are further split according to each memory level contained in the memory hierarchy: L1 bound, L2 bound, L3 bound and DRAM bound. From each of the metrics it is also possible to identify if the performance issues result from latency or bandwidth, as well as other inefficiencies, such as false sharing at the L3 cache when executing in multiple-threads.

### 7.1.2 GPU Offload Analysis

The primary analysis type in VTune used for GPU applications is the GPU Offload analysis. It allows to explore the application execution in the current platform consisting on CPU and GPU, correlate the activity in both devices, and identify if the application’s performance is bounded by the CPU or GPU. For compute applications using DPC++ or OpenCL kernels, it allows to explore the efficiency of the application when using GPU hardware.

In the analysis configuration options, the user can customize the analysis, selecting the options to trace GPU programming APIs, collecting host stacks, analyze CPU-GPU bandwidth and show GPU performance insights. These allow, respectively, to analyze DPC++/OpenCL kernels, analyze call stacks from the CPU, analyze the data transfers between CPU and GPU to obtain the bandwidth, and get metrics to assess the efficiency of the GPU usage. The metrics available are the cycles where the EUs are active, stalled or idle (presented in percentage of total cycles), the EU thread occupancy, i.e., the cycles when a thread is scheduled, and the total number of compute threads started. Upon completion of the analysis, a summary view is presented, showing the total time spent on compute tasks, and the execution time per task. From this, the user can
assess the balance between GPU execution and data transfers. This information can also be taken from the metrics Host-to-device and Device-to-host transfer. Further results can be seen in the Graphics tab, with a breakdown of the timings of all computing tasks, split between allocation, data transfers and execution. The data transfer sizes and instance counts are also presented. The user can easily identify computing tasks that need optimizing by locating the highlighted entries, that can have issues such as larger data transfer time than execution time. A timeline view of events is also available, showing when the CPU and GPU are busy at each instant of execution.

Following the GPU Offload analysis, the GPU Hotspots analysis in VTune allows to characterize the use of the GPU based on hardware metrics. It aims to identify performance issues in GPU workloads, to understand if they are due to inefficient memory accesses by the kernel, low occupancy of the GPU or wrong configuration of GPU threads and thread blocks. It offers deeper insights into the performance issues of GPU kernels relatively to the GPU Offload analysis.

The summary of this analysis contains data on the GPU time, EU cycles, occupancy, peak occupancy and the most active compute tasks. The amount of cycles where the EUs are active and the thread occupancy can provide insights on the application efficiency. In addition, the main cause of the performance degradation is also presented, e.g., performance bound by GPU L3 Cache Bandwidth. Following this, the main kernels are shown in the “Hottest GPU Computing Tasks with Low Occupancy”, and tips on how to improve these metrics are displayed. Additionally, the percentage of the elapsed time with FPU utilization is shown, along with a histogram of the bandwidth utilization. Depending on the chosen options for the analysis, the Graphics tab will display CPU and GPU usage data for each thread and show a list of various hardware metrics for the GPU, such as the local and global work sizes, total and average time, instruction mix, the throughput of compute operations, SIMD width of a compute task, number of cycles spent, average latency, etc. A memory hierarchy diagram is also available, featuring an overview of the architecture, with the bandwidths achieved in different memory levels and usage metrics indicated in each component.

7.2 INTEL ADVISOR

Intel Advisor is a tool for application analysis and development. Through a set of different analysis, the programmer can use Intel Advisor to assist on developing high-performance code for CPU and GPU. Intel Advisor is available in a GUI or command line interface.

The analysis available for CPU code are focused on achieving efficient parallelization, vectorization and memory accesses. For GPU code, the programmer can identify parts of the code that can be offloaded, and improve memory accesses and compute operations. In both CPU and GPU code, a Roofline analysis can be used to get insight into the application performance relatively to the hardware limits imposed by the machine, through the use of the Cache-Aware Roofline Model. All available analysis can be done from the Advisor GUI, by creating an Advisor project, selecting the application binary, the analysis type and all parameters. Alternatively, the command line interface can be used, and the results generated with it can also be visualized in the GUI or exported to other file formats. In order to avoid unnecessary overheads in analysis, Intel Advisor allows the application code to be instrumented in order to restrict the analysis to specific areas of interest. This can be done by simply using the Instrumentation and Threading Technology API, particularly by enveloping the code with the _itt_resume() and _itt_pause() calls.

When profiling a CPU application, the Survey analysis provides an overview of the performance of the different loops and functions calls in the application, and obtaining metrics, such as the elapsed time, the vectorization efficiency and speedup relatively to scalar execution. More detailed data can be obtained by performing a Trip Counts analysis, which counts the number of
times each loop is executed. This analysis allows to use the FLOP option to obtain the data on floating point and integer operations. Using the results from the Survey and Trip Counts analysis with FLOP, Intel Advisor can create a Roofline chart.

As can be observed in Figure 9, the CPU Roofline analysis allows to visualize the Roofline model for the host CPU. The memory roofs are obtained for each memory level, *i.e.*, L1, L2, L3 and DRAM bandwidths. The compute roofs are obtained for both the vectorized and scalar peak throughputs for the ADD and FMA operations, and for both single and double precision. The user can select to view the Roofline model for any number of available cores in the machine, and for either integer or floating point operations. The application loops and functions are represented as dots in the chart, with varying sizes and colors depending on their importance. Depending on the arithmetic intensity of a given loop, this dot will be located in one of two different regions - the memory bound region, when strictly below the slanted memory roofs, or the compute bound region, when only below the horizontal compute roofs. When hovering the cursor on a dot, it is possible to view a dotted vertical line that shows the possible performance that the loop may obtain. Depending on which roofs the line intersects, the user can have a notion of the main bounds to performance, usually the roofs immediately above, and thus know which type of optimizations are necessary to achieve better performance. When considering sparse computations, for instance, it can be expected that a dot representing the main loop computing a sparse matrix and vector product to be located in the memory bound region, which indicates a need to organize data accesses in order to achieve better memory bandwidth, or block data in order to achieve better locality. Compute related optimizations, on the other hand, can consist on targeting the vector units available in the CPU, for example. In the case of codes already vectorized, the vectorization efficiency can be an improvement point.

For GPU applications, the Survey analysis obtains the timings for the different GPU kernels instead of loops and functions. The data on floating point and integer operations is also obtained through a Trip Counts with FLOP analysis, similarly to its CPU counterpart. When visualizing the GPU Roofline results, Advisor also presents metrics such as the utilization of GPU resources, data transfer times between CPU and GPU, or the percentage of time the GPU execution units are active, stalled or idle. In the GPU Roofline view, shown in Figure 9, depending on the target GPU, the memory roofs for the L3 cache, the Shared Local Memory, Graphics Technology Interface, and DRAM bandwidth are represented. For the compute roofs, the vector ADD peak throughputs are available for the available data types bit-width, 8, 16, 32, and 64. The developer can select to view the Roofline for integer or floating point data. Similarly to the CPU, the dots representing the kernels can be located in the memory bound or compute bound regions. When compute bound, as the GPU is based on vector processing units, the optimizations consist usually on
achieving better utilization of the SIMD lanes, i.e., organize operations to run in parallel across a sub-warp/sub-group. Examples of memory-related optimizations can be a better organization of the data structures in order to achieve coalesced data accesses.

In both CPU and GPU Roofline analysis, Advisor allows the user to compare two or more results in the same Roofline view. This allows to verify the improvements between each version of the application, to assess the efficacy of the optimizations. Differences in performance and arithmetic intensity can be easily seen when using this feature, thus guiding the developer during the optimization process.

7.3 PROFILING AND INSTRUMENTATION ON NVIDIA GPUs

For applications that employ NVIDIA GPUs to offload and accelerate computations, NVIDIA’s CUDA Toolkit\(^\text{59}\) comes with built-in profiling and instrumentation tools. In particular, the CUDA profiler, nvprof\(^\text{60}\), is designed to easily instrument CUDA API calls, including memory allocations, data transfers between host (i.e., CPU) and device (i.e., GPU), as well as kernel launches. With the help of the NVIDIA Visual Profiler, this information may be presented for offline analysis in the form of a visual timeline that quickly grants an overview of an application’s GPU activity. An example is shown in Figure 10, which portrays a small extract from the execution of a GPU-accelerated finite element code on an NVIDIA Tesla V100 GPU.\(^\text{61}\)

More detailed analysis can also be carried out at the level of individual kernels. This usually requires running nvprof with the \(--\text{analysis-metrics}\) option, which causes the CUDA runtime to record a great deal of useful information about kernel executions. This option uses hardware performance monitoring features of the GPU hardware to collect various performance metrics. Because kernels must be executed many times over to collect the required performance data, such
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\(^{60}\)NVIDIA Corporation, \textit{Profiler User’s Guide}.


**Figure 10** Timeline of a GPU-accelerated application on an NVIDIA Tesla V100 GPU presented by the NVIDIA Visual Profiler.
profiling therefore incurs a considerable overhead.

Figure 11 shows an example of analysing the memory usage of a kernel from the GPU-accelerated finite element code mentioned above. The number of reads and writes are shown in addition to the achieved throughput for each of the GPU’s different memory types, including shared memory, caches and device memory. Due to the use of an unstructured mesh, the kernel in question features highly irregular memory access patterns and is severely memory-bound. Nevertheless, the profiler’s analysis indicates that a throughput of 559 GB/s (62%) is attained out of the 900 GB/s theoretical maximum of the GPU device memory. This should be considered a high degree of bandwidth usage for a kernel with such irregular memory access patterns. If needed, additional memory statistics are also available to report memory traffic volumes and cache hit rates at different levels of the GPU’s memory hierarchy.

In addition to metrics based on performance counters, nvprof may also act as a sampling profiler. This mode of operation is useful for correlating various performance issues with specific lines of kernel source or with specific instructions of the compiled kernel assembly code, as illustrated in Figure 12. This example points to specific source code lines where the kernel performs most of its irregular loads from memory. These irregular memory accesses prevent memory coalescing, and thus more transactions are needed compared to the ideal case of fully coalesced reads. Ultimately, such a performance analysis should guide one in the direction of memory optimisations, as described in the CUDA C++ Best Practices Guide.62

In recent versions of the CUDA Toolkit, nvprof and the NVIDIA Visual Profiler have been

---

superseded by NVIDIA Nsight Systems and NVIDIA Nsight Compute, which offer essentially the same profiling and instrumentation capabilities for the successors of NVIDIA's Volta GPUs.

7.4 TOOLS FOR VISUAL AND PROGRAMMATIC ANALYSES ON GRAPHCORE IPUS

Graphcore provides PopVision™, a set of tools for visual and programmatic analyses of applications run on IPU systems. These tools can be downloaded from Graphcore’s support portal. Readers are encouraged to explore the extensive documentation and tutorials on these tools and their usage. For the purposes of this report, we shall summarise the key forms of analyses that are possible with these tools at present. These include analysing Poplar™ graphs and their execution on IPUs, and analysing host side code in the context of the overall application run on an IPU system.

7.4.1 ANALYSING Poplar™ PROFILES

Poplar™ graphs run on IPUs can be deeply inspected to analyse and optimise for memory and performance using the PopVision™ Graph Analyser tool. For instance, the tool can show tile memory usage across all the tiles on device in the IPU system on which a program is run. Some variables, e.g. accumulators that repeatedly get flushed, are not always live during program
execution, and the Graph analyser is able to capture such information in liveness reports detailing operational memory usage across program steps. The tool also shows placement of variables per tile, including their size. Cycle and FLOP counts for vertices using these variables is also available for examining and tuning the performance of the program. It is also possible to analyse Poplar™ graphs programmatically using the PopVision™ Analysis Library (libpva),67 which is part of the Poplar SDK and provides both a C++ and a Python interface for users to query profiles.

7.4.2 TRACING APPLICATIONS

Any IPU application can be instrumented to identify potential bottlenecks between the host and device. Graphcore’s Poplar™ graph programming framework, and higher level frameworks such as PopART, Pytorch, and Tensorflow, make use of the PopVision™ Trace Instrumentation Library (libpvti)68 to trace applications programmatically, also available to users via C++ and Python APIs. The default, framework provided tracing, and custom tracing instrumented by user, can be visually inspected using the PopVision™ System Analyser tool.69 As an example, for a gradient descent based machine learning (ML) application, if user were to analyse the time taken by a single iteration involving data transfer between host and device and a gradient update, the user could create a custom trace channel and introduce trace points within the training loop. The application code run on the host would then log the iteration trace in a report available for later analyses. In addition to tracing an application’s execution, libpvti also allows for capturing numerical data (series) from a run of the application, an example being logging the iteration loss, following the ML example just mentioned. This data series is displayed in real (wall) time alongside the application trace, enabling analyses of the impact of application execution on this series.

8 CACHE SIMULATION FOR IRREGULAR MEMORY TRAFFIC

This section describes profiling and instrumentation tools developed by the Simula partner, which is based on a cache tracing approach70 that was recently developed to support detailed performance modelling of sparse kernels, in particular different variants of sparse matrix-vector multiplication, or SpMV. These tools include a cache tracing simulator for SpMV kernels on multicore CPUs for predicting cache and memory traffic in multilevel memory hierarchies with private and shared caches. We also give an example of using hardware performance monitoring features of Intel CPUs to accurately measure memory traffic throughout the memory hierarchy, which is a critical part of validating the cache tracing performance model.

8.1 CACHE TRACING FOR SPARSE MATRIX-VECTOR MULTIPLICATION

For sparse matrix-vector multiplication (SpMV) kernels, performance models can often fail to gauge the impact of irregular memory access patterns. In these cases, memory accesses inherently depend on the problem data itself, since they arise from the underlying matrix sparsity pattern (i.e., the locations of matrix nonzeros). Moreover, various realistic problems feature a wide range of disparate sparsity patterns, as illustrated in Figure 13.

---

67PopVision™ Analysis Library user guide: https://docs.graphcore.ai/projects/libpva/
68PopVision™ Trace Instrumentation Library user guide: https://docs.graphcore.ai/projects/libpvti/
69PopVision™ System Analyser user guide: https://docs.graphcore.ai/projects/system-analyser-userguide/
In this section, a performance model based on cache tracing that explicitly accounts for the matrix sparsity pattern is presented. This is achieved by first obtaining a trace of the memory accesses that are induced by a particular kernel, and then using it to carry out a high-level simulation of the memory hierarchy of a specified multicore CPU system. The result of such a simulation is a set of cache and memory traffic estimates for each CPU core. By combining these estimates with the bandwidths of cache and memory (accounting for NUMA effects, if needed), we can identify bottlenecks in the memory hierarchy and predict the performance accordingly.

With the aim of applying the proposed performance model, we have developed tools for capturing memory traces of SpMV kernels. This includes kernels for several common sparse matrix storage formats, such as compressed sparse row (CSR), coordinate (COO), ELL and a hybrid format. At the moment, these tools specifically target SpMV kernels and must be extended to encompass any new, irregular kernels one may wish to study. In the future, a more general approach could be to use instrumentation or hardware monitoring to automatically extract the required memory traces.

Once the memory trace has been obtained, we can supply it to our cache simulation tool to produce cache and memory traffic estimates at every level of the memory hierarchies of typical multicore CPUs. The simulation is based on a simplified model of such memory hierarchies, and it is related to the Ideal Cache Model, but with some additions to simplify the overall simulation and to incorporate shared caches.

First, the cache simulation model assumes that caches are fully associative, and that a least recently used (LRU) policy is used when evicting cache lines to make room for new ones. The simulator accounts for cache lines that are brought to a cache as a direct result of load or store instructions issued by a CPU core. It does not account for any form of prefetching, unless it is explicitly incorporated into the memory trace itself. Furthermore, caches are assumed to be inclusive of higher-level caches (i.e., those closer to the CPU), meaning that a cache line residing in a particular cache must also be present in lower-level caches (farther from the CPU). For example, anything that is found in a first-level cache must also be present in second- and third-level caches. Although this assumption may not always be true in practice (e.g., the L2 and L3 caches in Intel’s Skylake Server architecture are non-inclusive), it greatly simplifies the overall modelling effort by allowing the cache simulation to be carried out independently for each cache. Alternatively, a non-inclusive cache can be treated as though it were larger, increasing its size by an amount equal

Figure 13  Sparsity patterns of a few sparse matrices from the SuiteSparse Matrix Collection.
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to the size of those higher-level caches (closer to the CPU) not included in the current cache.

For a cache of a given size and with a given cache line size (64 bytes, in most cases), the simulation runs through the provided sequence of memory accesses to estimate the number of cache misses. The cache is represented by a least recently used (LRU) list that may hold a number of items equal to the cache size divided by the line size. The list is used to keep track of cache lines that were accessed most recently and to evict the oldest entries whenever new entries are placed at the front of the list. As the simulation progresses, it counts the number of cache misses that occur, and the final memory traffic volume is simply the cache line size multiplied by the number of cache misses.

For caches that are shared by several CPU cores, (e.g., the third-level caches of most multicore CPUs), the sequence of memory accesses observed by the shared cache is actually a combination of the underlying memory accesses generated by each individual core. In reality, these memory accesses occur in some unpredictable order, for example, due to differences between cores in thread scheduling or memory access latencies. Even executing the same kernel twice may produce different memory traces. To avoid needlessly complicating the cache simulation, we instead assume that memory accesses from different CPU cores are perfectly interleaved. The CPU cores are thus treated as if their memory requests are served one at a time in a round-robin fashion.

A known limitation of cache simulation methods in general is that they are relatively expensive, at least compared to executing the kernel itself. On the other hand, the simulation and performance modelling can be performed even without access to the multicore CPU system being modelled, or in scenarios where the data traffic cannot be quantified directly through hardware monitoring facilities.

8.2 CACHE TRACING RESULTS

The cache tracing performance model explained above is based on high-level simulations of the memory hierarchies of multicore CPU systems, including private as well as shared caches. The model has been validated for multicore CPUs based on the Intel Sandy Bridge and Skylake X architectures by comparing its memory traffic predictions to measurements of actual cache and memory traffic obtained from hardware performance counters on those systems.

More specifically, measurements of actual data traffic volumes are obtained from Performance Monitoring Units (PMUs) that are configured to report hardware performance events. In our case, these events are accessed by providing event encodings to the perf_event_open system call and using the returned file descriptor to read values of hardware performance counters. The relevant event encodings are acquired from the libpfm library by providing it with corresponding event names. Suitable hardware events were selected after using microbenchmarks to correlate hardware events with data transfers between different levels of the memory hierarchy, as described by Molka et al..

Table 5 shows measurements of cache and memory traffic volumes for a standard, OpenMP-parallel SpMV kernel based on the compressed sparse row (CSR) storage format on a dual socket Intel Xeon Platinum 8168 system. On each CPU core, the events l1dcache-load-misses, l2l1lines_in:an
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Table 5 Measurements and estimates of cache and memory traffic (in MiB) for a SpMV kernel with the CSR storage format on a dual socket Intel Xeon Platinum 8168 system. For each CPU core, the hardware performance events “l1-dcache-load-misses”, “l2_lines_in:any” and “off-core_response: any_data:any_rfo:l3_miss:local:l3_miss:miss_remote:hop1_dram:snf: any” are used to measure L1 ← L2, L2 ← L3, and L3 ← DRAM traffic, respectively. The measured cache and memory traffic volumes shown are the sum across all cores.

<table>
<thead>
<tr>
<th>matrix</th>
<th>L1 ← L2 [MiB]</th>
<th>L2 ← L3 [MiB]</th>
<th>L3 ← DRAM [MiB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSOPF_RS_b2383</td>
<td>194 187 (-3.6 %)</td>
<td>199 185 (-7.0 %)</td>
<td>187 185 (-1.1 %)</td>
</tr>
<tr>
<td>spal_004</td>
<td>1320 1054 (-20.2 %)</td>
<td>866 840 (-3.0 %)</td>
<td>535 528 (-1.3 %)</td>
</tr>
<tr>
<td>RM07R</td>
<td>525 488 (-7.0 %)</td>
<td>481 454 (-5.6 %)</td>
<td>441 447 (+1.4 %)</td>
</tr>
<tr>
<td>relat9</td>
<td>1504 1477 (-1.8 %)</td>
<td>882 844 (-4.3 %)</td>
<td>593 589 (-0.7 %)</td>
</tr>
<tr>
<td>HV15R</td>
<td>3683 3522 (-4.4 %)</td>
<td>3467 3368 (-2.9 %)</td>
<td>3346 3360 (-0.4 %)</td>
</tr>
<tr>
<td>GLd19</td>
<td>3213 2714 (-15.5 %)</td>
<td>2425 2397 (-1.2 %)</td>
<td>483 473 (-2.1 %)</td>
</tr>
<tr>
<td>sx-stackoverflow</td>
<td>3254 2565 (-21.2 %)</td>
<td>2342 2173 (-7.2 %)</td>
<td>504 552 (+9.5 %)</td>
</tr>
<tr>
<td>FullChip</td>
<td>511 490 (-4.1 %)</td>
<td>544 462 (-15.1 %)</td>
<td>410 428 (+4.4 %)</td>
</tr>
<tr>
<td>Freescale1</td>
<td>389 381 (-2.1 %)</td>
<td>398 369 (-7.3 %)</td>
<td>316 332 (+5.1 %)</td>
</tr>
<tr>
<td>circuit5M</td>
<td>1196 1185 (-0.9 %)</td>
<td>1073 957 (-10.8 %)</td>
<td>908 927 (+2.1 %)</td>
</tr>
<tr>
<td>Hardeysty3</td>
<td>744 734 (-1.3 %)</td>
<td>653 620 (-5.1 %)</td>
<td>632 618 (-2.2 %)</td>
</tr>
</tbody>
</table>

and offcore_response: any_data:any_rfo:l3_miss:local:l3_miss:miss_remote:hop1_dram:snf: any are used to measure L1 ← L2, L2 ← L3, and L3 ← DRAM traffic, respectively. For comparison, estimates of cache and memory traffic produced by the cache tracing approach are also shown. Overall, the estimates from the cache simulation are close to the memory traffic measurements. The error is less than 20% even for very challenging and irregular matrices, such as “GLd19” and “sx-stackoverflow”. Additional measurements and cache tracing results are found in a published research paper,\textsuperscript{78} together with detailed explanations of discrepancies between measurements and cache tracing estimates, as well as further discussion of the accuracy and limitations of the cache tracing approach.

Since the end goal is to model the performance of SpMV kernels, the estimated cache and memory traffic volumes serve as intermediate results. Ultimately, cache and memory bandwidths are also needed to determine the time needed to transfer data from each memory hierarchy level. Although theoretical bandwidth numbers are sometimes provided by vendors, it is more common in practice to use microbenchmarks, such as STREAM,\textsuperscript{79} to measure the needed bandwidths. In our current example, the estimated cache tracing performance is based on experimentally measured per-core bandwidths of 13.4, 12.5 and 10.1 GB/s for L1 ← L2, L2 ← L3 and L3 ← DRAM traffic, respectively. In addition, a bandwidth of 99.8 GB/s is used for the aggregate memory traffic for the NUMA domain of each socket on the dual socket Intel Xeon Platinum 8168 system. Data transfer times are found by dividing estimated cache or memory traffic volumes by the corresponding bandwidth, and the supposed performance bottleneck is simply the memory hierarchy level with the longest data transfer time.

Table 6 finally compares the measured performance of the CSR SpMV kernel to the performance predicted by the cache simulation approach for a selection of large, sparse matrices

\textsuperscript{78}Troetter, Langguth, and Cai, “Cache simulation for irregular memory traffic on multi-core CPUs: Case study on performance models for sparse matrix-vector multiplication”.

from the SuiteSparse Matrix Collection. Since the predictions appear to largely agree with the measured performance, the proposed performance model captures the overall performance characteristics of the irregular kernel.

In some instances, such as “Hardesty3”, “stokes”, “vas_stokes_2M” and “vas_stokes_4M”, the performance model overestimates the performance by about 50%. Possible explanations may include less cache reuse than expected, for example, due to a substantial number of conflict misses, or lower effective bandwidth due to poor hardware prefetching. Recall that conflict misses are ignored by the cache simulator due to the assumption of fully associative caches, and the experimentally measured bandwidths used are based on streaming access patterns, where prefetching should be mostly successful. Conversely, in cases where the model underestimates the actual performance, there may be more cache reuse than expected, for example, if the underlying replacement policy is different than the supposed LRU model or due to caches being non-inclusive. In any case, further analysis is needed to understand these discrepancies between the model and the performance that is observed in practice.

Table 6 Measured and predicted performance (in Gflop/s) based on the cache tracing performance model for a SpMV kernel with the CSR storage format on a dual socket Intel Xeon Platinum 8168 system. The dataset consists of 23 unsymmetric, real matrices from the SuiteSparse Matrix Collection with more than 10 million nonzeros and more than one million columns.

<table>
<thead>
<tr>
<th>matrix</th>
<th>rows</th>
<th>columns</th>
<th>nonzeros</th>
<th>measured performance [Gflop/s]</th>
<th>cache sim (error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>atmosmodl</td>
<td>1.49M</td>
<td>1.49M</td>
<td>10M</td>
<td>37.37</td>
<td>25.74 (+31%)</td>
</tr>
<tr>
<td>HV15S</td>
<td>2.02M</td>
<td>2.02M</td>
<td>28.5M</td>
<td>30.68</td>
<td>31.96 (+4%)</td>
</tr>
<tr>
<td>Freesscale1</td>
<td>3.43M</td>
<td>3.43M</td>
<td>19M</td>
<td>16.50</td>
<td>13.65 (-17%)</td>
</tr>
<tr>
<td>Freesscale2</td>
<td>3.00M</td>
<td>3.00M</td>
<td>23M</td>
<td>17.75</td>
<td>23.67 (+33%)</td>
</tr>
<tr>
<td>FullChip</td>
<td>2.99M</td>
<td>2.99M</td>
<td>27M</td>
<td>4.55</td>
<td>4.97 (+6%)</td>
</tr>
<tr>
<td>circuitsM</td>
<td>5.56M</td>
<td>5.56M</td>
<td>60M</td>
<td>4.05</td>
<td>3.85 (-5%)</td>
</tr>
<tr>
<td>circuitsM_dc</td>
<td>3.52M</td>
<td>3.52M</td>
<td>19M</td>
<td>19.31</td>
<td>19.07 (-1%)</td>
</tr>
<tr>
<td>memchip</td>
<td>2.71M</td>
<td>2.71M</td>
<td>15M</td>
<td>21.83</td>
<td>19.87 (-9%)</td>
</tr>
<tr>
<td>Hardesty3</td>
<td>8.22M</td>
<td>7.59M</td>
<td>40M</td>
<td>16.18</td>
<td>24.60 (+52%)</td>
</tr>
<tr>
<td>ML_Geer</td>
<td>1.50M</td>
<td>1.50M</td>
<td>111M</td>
<td>32.04</td>
<td>31.97 (0%)</td>
</tr>
<tr>
<td>Transport</td>
<td>1.60M</td>
<td>1.60M</td>
<td>24M</td>
<td>34.35</td>
<td>28.49 (-17%)</td>
</tr>
<tr>
<td>tp-6</td>
<td>0.14M</td>
<td>1.01M</td>
<td>12M</td>
<td>11.41</td>
<td>7.78 (-32%)</td>
</tr>
<tr>
<td>rajat31</td>
<td>4.69M</td>
<td>4.69M</td>
<td>20M</td>
<td>23.19</td>
<td>22.66 (-2%)</td>
</tr>
<tr>
<td>dgreen</td>
<td>1.20M</td>
<td>1.20M</td>
<td>38M</td>
<td>22.73</td>
<td>13.21 (-42%)</td>
</tr>
<tr>
<td>nv2</td>
<td>1.45M</td>
<td>1.45M</td>
<td>53M</td>
<td>14.42</td>
<td>12.59 (-13%)</td>
</tr>
<tr>
<td>ss</td>
<td>1.65M</td>
<td>1.65M</td>
<td>35M</td>
<td>24.22</td>
<td>24.26 (0%)</td>
</tr>
<tr>
<td>stokes</td>
<td>11.45M</td>
<td>11.45M</td>
<td>349M</td>
<td>14.51</td>
<td>22.18 (+53%)</td>
</tr>
<tr>
<td>vas_stokes_1M</td>
<td>1.09M</td>
<td>1.09M</td>
<td>35M</td>
<td>17.06</td>
<td>22.52 (+32%)</td>
</tr>
<tr>
<td>vas_stokes_2M</td>
<td>2.15M</td>
<td>2.15M</td>
<td>65M</td>
<td>15.80</td>
<td>22.47 (+42%)</td>
</tr>
<tr>
<td>vas_stokes_4M</td>
<td>4.38M</td>
<td>4.38M</td>
<td>132M</td>
<td>14.14</td>
<td>22.55 (+59%)</td>
</tr>
<tr>
<td>cage14</td>
<td>1.51M</td>
<td>1.51M</td>
<td>27M</td>
<td>28.47</td>
<td>25.96 (-9%)</td>
</tr>
<tr>
<td>cage15</td>
<td>5.15M</td>
<td>5.15M</td>
<td>99M</td>
<td>25.81</td>
<td>24.39 (-6%)</td>
</tr>
</tbody>
</table>


9 CONCLUSIONS

The deliverable 4.1 focused on presenting several state-of-the-art tools that can be used to monitor the performance, power and energy on computing systems equipment with different processing devices that range from multi-core CPUs, to GPUs and Graphcore IPUs. First, hardware and software events for performance and energy monitoring were introduced, with a specific emphasis given to the events that might be able to provide more insights about the execution of sparse applications. Since most of the events supported by current operating systems and computing devices are accessed through profiling tools, the main features of the most commonly used tools, i.e., Perf, PAPI and LIKWID, were exposed in this deliverable. Moreover, communication profiling tools based on the precise sampling on hardware counters contained in Intel and AMD CPUs, such as ComDetective and ReuseTracker, were also described. As these tools can provide insightful information regarding the data communication between and inside threads, they allow for detecting bottlenecks that may occur when parallelizing sparse kernels. A similar approach for GPU-GPU or GPU-CPU pairs is also considered within the ComScribe tool, which is based on the communication protocols of NVIDIA. System-level monitoring tools can be used to aid the monitoring of the different events and data collection, especially when targeting large scale systems. To this respect, the main concepts of LDMS, Performance Co-Pilot and Grafana were included in this report. Dynamic binary instrumentation methods, e.g., Intel SDE, Intel Pin and Intel GTPin, were also covered, as the data collected by these tools can provide hints about the execution units exercised by applications. As a use case of the utilization of dynamic instrumentation approaches, a custom tool for reuse distance analysis and cache partitioning on ARM A64FX CPU was also elaborated in the deliverable. Next, some of the frameworks provided by the different device vendors for performance analysis on their hardware were also described. For Intel CPUs and GPUs, the most common frameworks used in the state-of-the-art are Intel Advisor, which includes the Cache-Aware Roofline Model, and Intel VTune that encapsulates the Top-Down performance analysis method. For NVIDIA GPUs, different metrics can be obtained from the NVIDIA Visual Profiler, while for Graphcore IPU, the Graphcore PopVision and Poplar tools are used instead. Finally, a cache simulation method for irregular memory traffic focused on sparse matrix-vector multiplication was also introduced. This tool considers the sparsity patterns of the matrix to provide more accurate traffic estimates between memory levels contained in the CPUs, which allows to pinpoint the main execution bottlenecks of SpMV kernel.
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